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1
PHASE DIFFERENCE DETECTION
METHOD, PROGRAM, AND DEVICE

CROSS REFERENCES TO RELATED
APPLICATIONS

The present application claims priority to Japanese Patent
Application No. JP 2010-031833 filed on Feb. 16, 2010, the
entire contents of which are being incorporated herein by
reference.

BACKGROUND

The present disclosure relates to an image processing
device to execute image processing with use of plural parallax
images, an image processing method, an image processing
program, and an imaging device including such an image
processing device.

In the related art, algorithms of distance calculation by
various kinds of image processing have been proposed and
developed. As one among them, a distance calculation
method employing a technique called block matching (stereo
matching) has been proposed (refer to e.g. D. Scharstein and
R. Szeliski, “A taxonomy and evaluation of dense two-frame
stereo correspondence algorithms,” IJICV 2002).

In this technique, the distance is calculated by image pro-
cessing with use of plural parallax images having parallaxes
different along a certain direction (e.g. horizontal direction).
Specifically, the amount of movement of an object (phase
difference between parallax images) is obtained by sequen-
tially comparing the parallax images in a local area (obtaining
a correlation value), and the distance is calculated based on
this phase difference.

In such a stereo matching technique, in the case of calcu-
lating the distance from plural parallax images along the
horizontal direction (H-direction) in the image, the local area
(unit area) as the comparison subject is sequentially moved in
the horizontal direction in the obtaining of the phase differ-
ence between parallax images. Furthermore, the positional
displacement (pixel displacement) between the parallax
images regarding the unit areas having the highest correlation
in the comparison range is obtained as the phase difference. In
the case of calculating the distance from plural parallax
images along the vertical direction (V-direction) in the image,
similarly the unit area as the comparison subject is sequen-
tially moved in the vertical direction in the obtaining of the
phase difference between parallax images.

However, such a related-art stereo matching technique has
the following problem. Specifically, for example if an edge
area is included in the image, the correct phase difference can
not be obtained in this edge area, and as a result, it is difficult
to achieve the correct phase difference distribution in the
image. If the correctness of the phase difference distribution
is low, distance information (distance distribution in the
image) obtained based on the phase difference distribution is
also incorrect.

This problem is attributed to the following reason. Specifi-
cally, for example if an edge area along the horizontal direc-
tion (horizontal edge area) exists, the correlation is always
high (correlation value is always constant in the comparison
range) although the local area as the comparison subject is
moved in this edge area (moved in the horizontal direction).
That is, the positional displacement between the unit areas
having the highest correlation can not be uniquely decided, so
that the phase difference can not be defined.

There is a need to provide an image processing device
capable of generating more correct phase difference distribu-
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tion compared with the related art, an image processing
method, an image processing program, and an imaging device
including such an image processing device.

SUMMARY

According to an embodiment, there is provided an image
processing device including a phase difference detection por-
tion configured to detect the phase difference between paral-
lax images by performing correlation value calculation with a
plurality of parallax images, and generate phase difference
distribution in an image. The phase difference detection por-
tion performs the phase difference detection individually
along two or more directions different from each other, and
generates the phase difference distribution by utilizing results
of the phase difference detection regarding the two or more
directions.

According to another embodiment, there is provided an
image processing method including the step of detecting the
phase difference between parallax images by performing cor-
relation value calculation with a plurality of parallax images,
and generating phase difference distribution in an image. The
phase difference detection is performed individually along
two or more directions different from each other, and the
phase difference distribution is generated by utilizing results
of the phase difference detection regarding the two or more
directions.

According to another embodiment, there is provided an
image processing program for causing a computer to execute
processing including the step of detecting the phase differ-
ence between parallax images by performing correlation
value calculation with a plurality of parallax images, and
generating phase difference distribution in an image. The
phase difference detection is performed individually along
two or more directions different from each other, and the
phase difference distribution is generated by utilizing results
of the phase difference detection regarding the two or more
directions.

According to another embodiment, there is provided an
imaging device including an imaging optical system, and an
image processing device configured to execute image pro-
cessing for imaging data acquired by the imaging optical
system. The image processing device has a phase difference
detection portion that detects the phase difference between
parallax images by performing correlation value calculation
with a plurality of parallax images obtained from the imaging
data directly or indirectly, and generates phase difference
distribution in an image. The phase difference detection por-
tion performs the phase difference detection individually
along two or more directions different from each other, and
generates the phase difference distribution by utilizing results
of the phase difference detection regarding the two or more
directions.

In the image processing device, the image processing
method, the image processing program, and the imaging
device according to the embodiments, the phase difference
between parallax images is detected through the correlation
value calculation with a plurality of parallax images, and the
phase difference distribution in the image is generated. At this
time, the phase difference detection is performed individually
along two or more directions different from each other, and
the phase difference distribution is generated by utilizing the
results of the phase difference detection regarding these two
or more directions. Due to this feature, for example even if an
edge area is included in the image, the susceptibility to the
influence of the edge area in the phase difference detection is
lower compared with a related-art technique in which the
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phase difference distribution is generated based on only the
result of the phase difference detection along a certain one
direction.

In the image processing device, the image processing
method, the image processing program, and the imaging
device according to the embodiments, because the phase dif-
ference detection is performed individually along two or
more directions different from each other and the phase dif-
ference distribution is generated by utilizing the results of the
phase difference detection regarding these two or more direc-
tions, the susceptibility to the influence of an edge area in the
phase difference detection can be lowered compared with the
related art. Thus, the more correct phase difference distribu-
tion can be generated compared with the related art.

Additional features and advantages are described herein,
and will be apparent from the following Detailed Description
and the figures.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 is a diagram showing the entire configuration of an
imaging device according to a first embodiment;

FIGS. 2A and 2B are schematic diagrams for explaining
the F-number of a microlens array;

FIG. 3 is a functional block diagram showing the schematic
configuration of an image processing section shown in FIG.
1

FIG. 4 is a plan view showing the light receiving region on
an imaging element shown in FIG. 1;

FIG. 5 is a schematic diagram for explaining a light beam
received on the imaging element;

FIG. 6 is a schematic diagram for explaining phase difter-
ence detection processing based on two parallax images;

FIG. 7 is a schematic diagram showing three parallax
images used in phase difference detection of the first embodi-
ment;

FIGS. 8A, 8B, 8C, 8D, 8E and 8F are schematic diagrams
for explaining the phase difference detection processing in
the horizontal direction with parallax images including edge
areas;

FIGS. 9A, 9B, 9C, 9D, 9E and 9F are schematic diagrams
for explaining the phase difference detection processing in
the vertical direction with parallax images including edge
areas;

FIGS.10A, 10B and 10C are schematic diagrams showing
phase difference distribution (distance information distribu-
tion) generated by the image processing devices according to
the first embodiment and a comparative example;

FIG. 11 is a flowchart showing operation of generating the
phase difference distribution in the first embodiment;

FIG. 12 is a schematic diagram for explaining one example
of reliability determination processing shown in FIG. 11;

FIGS.13A,13B, 13C and 13D are schematic diagrams for
explaining another example of the reliability determination
processing shown in FIG. 11;

FIG. 14 is a schematic diagram for explaining a method for
calculating the distance from an imaging lens to a measure-
ment subject;

FIGS. 15A and 15B are schematic diagrams for explaining
the relationship between distance information and a refocus-
ing factor;

FIG. 16 is a schematic diagram for explaining refocusing
calculation processing;

FIG. 17 is a flowchart showing operation of generating
phase difference distribution in a second embodiment;

FIGS. 18A, 18B and 18C are schematic diagrams for
explaining edge detection processing shown in FIG. 17,
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FIGS. 19A and 19B are schematic diagrams for explaining
one example of an edge detection filter; and

FIGS. 20A and 20B are diagrams showing the schematic
configuration of a digital camera relating to one application
example of the imaging device of the embodiment.

DETAILED DESCRIPTION

Embodiments will be described in detail below with refer-
ence to the drawings. The order of the description is as fol-
lows.

1. First Embodiment (example of operation of generating
phase difference distribution by using reliability determina-
tion processing)

2. Second Embodiment (example of operation of generat-
ing phase difference distribution by using edge detection
processing)

3. Application Example (example of application of imag-
ing device to digital camera etc.)

4. Modification Examples

First Embodiment

[Entire Configuration of Imaging Device 1]

FIG. 1 shows the entire configuration of an imaging device
(imaging device 1) according to a first embodiment. The
imaging device 1 performs imaging of an imaging object
(photographic subject) 2 and executes predetermined image
processing to thereby generate and output image data (imag-
ing data) Dout. This imaging device 1 includes an imaging
lens 11 having an aperture stop 10, a microlens array 12, an
imaging element 13, an image processing section 14, an
imaging element driving section 15, and a controlling section
16. Among them, the image processing section 14 corre-
sponds to one specific example of the “image processing
device” of the present embodiment.

An image processing method of the present embodiment
(and second embodiment to be described later) is embodied in
the image processing section 14 and therefore will also be
described below. Furthermore, an image processing program
of the present embodiment (and second embodiment to be
described later) corresponds to the respective image process-
ing functions realized in a software manner in the image
processing section 14. In this case, the software is configured
by a program group for making a computer carry out the
respective image processing functions. For example, each
program may be so used as to be incorporated in dedicated
hardware in advance or may be so used as to be installed from
a network or a recording medium into a general-purpose
personal computer or the like.

The aperture stop 10 is the optical aperture stop of the
imaging lens 11. The image of the imaging object 2 (unit
image to be described later), which has a similarity shape of
the aperture shape (e.g. circular shape) of this aperture stop
10, is formed on the imaging element 13 on a microlens-by-
microlens basis.

The imaging lens 11 is the main lens for imaging of the
imaging object 2 and is formed of e.g. a general imaging lens
used in a camcorder, a still camera, etc.

The microlens array 12 is obtained through two-dimen-
sional arrangement of plural microlenses and is disposed at
the focal plane (image forming plane) of the imaging lens 11.
Each microlens has e.g. a circular planar shape and is formed
of'e.g. a solid-state lens, a liquid crystal lens, or a diffractive
lens.

It is preferable that the F-number F,; of the imaging lens
11 be substantially equal to the F-number F, ; , of the micro-
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lens array 12. This is because of the following reason. As
shown in FIG. 2A, imaging light beams by adjacent micro-
lenses overlap with each other if the F-number F,,; of the
imaging lens 11 is smaller than the F-number F,,, , of the
microlens array 12 (F,,<F,, ,). In this case, crosstalk
occurs, so that the image quality of the reconstructed image is
deteriorated. On the other hand, as shown in FIG. 2B, imaging
pixels that do not receive the imaging light beam by the
microlens exist if the F-number F, ; of the imaging lens 11 is
larger than the F-number F,, , of the microlens array 12
(Farr>Fam)- In this case, the imaging pixels can not be
sufficiently utilized and thus the number of pixels of the
reconstructed image is decreased.

The imaging element 13 receives light beams from the
microlens array 12 to acquire imaging data D0 including
plural pixel data, and is disposed at the focal plane (image
forming plane) of the microlens array 12. This imaging ele-
ment 13 is formed of plural two-dimensional solid-state
imaging elements arranged in a matrix, such as charge
coupled devices (CCD) or complementary metal oxide semi-
conductor (CMOS) elements.

On the light receiving plane of such an imaging element 13
(plane on the side of the microlens array 12), MxN (M and N
are each an integer) imaging pixels (hereinafter, referred to
simply as pixels) are arranged in a matrix. Furthermore, one
microlens in the microlens array 12 is allocated to plural
pixels. For example, the number of pixels on the light receiv-
ing plane is MxN=3720x2520=9374400, and one microlens
is allocated to mxn=12x12=144 pixels. As the values of the
numbers m and n of pixels allocated to each microlens
become larger, the resolving power for the reconstructed
image to be described later, such as the resolving power in an
arbitrary field of view and the resolving power in the depth
direction based on refocusing calculation processing (resolv-
ing power at an arbitrary focal point), becomes higher. On the
other hand, (M/m) and (N/n) have relation to the resolution of
the reconstructed image. Therefore, as the values of (M/m)
and (N/n) become larger, the resolution of the reconstructed
image becomes higher. As just described, the resolving power
for the reconstructed image and the resolution of the recon-
structed image are in a trade-off relationship. However, both
the resolving power and the resolution can have high values
based on a favorable balance.

On the light receiving plane of the imaging element 13, e.g.
color filters (not shown) may be two-dimensionally arranged
on a pixel-by-pixel basis. As the color filters, e.g. color filters
(primary color filters) of the Bayer arrangement, obtained
through arrangement of color filters of three primary colors of
red (R), green (G), and blue (B) in a checkered manner with
a ratio of R:G:B=1:2:1, can be used. Providing such color
filters can turn imaging data obtained by the imaging element
13 to pixel data of the plural colors (in this case, three primary
colors) corresponding to the colors of the color filters.

The image processing section 14 executes predetermined
image processing to be described later for the imaging data
D0 obtained by the imaging element 13, to thereby generate
the image data Dout. The detailed configuration of this image
processing section 14 will be described later.

The imaging element driving section 15 drives the imaging
element 13 and controls the light receiving operation thereof.

The controlling section 16 controls the operation of the
image processing section 14 and the imaging element driving
section 15. The control of the operation of the image process-
ing section 14 is carried out by using a control signal Sout.
The controlling section 16 is formed of e.g. a microcomputer.

[Detailed Configuration of Image Processing Section 14|

10

15

20

25

30

35

40

45

50

55

60

65

6

With reference to FIG. 3, the detailed configuration of the
image processing section 14 will be described below. FIG. 3
shows the functional block configuration of the image pro-
cessing section 14. The image processing section 14 has a
defect correction block 141, a clamp processing block 142, a
refocusing factor calculation block 143, a rearrangement pro-
cessing block 144, a noise reduction processing block 145, a
contour enhancement processing block 146, a white balance
processing block 147, and a gamma correction processing
block 148.

The defect correction block 141 corrects defects such as
blocked-up shadows included in the imaging data D0 (defects
attributed to the anomaly of the element itself of the imaging
element 13).

The clamp processing block 142 executes processing of
setting the black level of each pixel data (clamp processing)
for the imaging data resulting from the defect correction by
the defect correction block 141. For the imaging data result-
ing from the clamp processing, color interpolation processing
such as demosaic processing may be further executed.

(Refocusing Factor Calculation Block 143)

The refocusing factor calculation block 143 calculates a
refocusing factor o used in rearrangement processing in the
rearrangement processing block 144 to be described later
based on imaging data D1 supplied from the clamp process-
ing block 142. The refocusing factor o corresponds to a factor
defined when a specified depth plane in the captured image
corresponding to the imaging data D1 is employed as the
refocusing plane.

This refocusing factor calculation block 143 has a phase
difference detection portion 143A, a distance information
calculation portion 143B, and a refocusing factor setting por-
tion 143C.

The phase difference detection portion 143A generates
(calculates) phase difference distribution (disparity map to be
described later) DM to be described later based on the imag-
ing data D1. The distance information calculation portion
143B calculates distance information d (information on the
distance from the imaging lens 11 to the refocusing plane to
be described later) to be described later based on the phase
difference distribution DM. The refocusing factor setting por-
tion 143C sets (calculates) the refocusing factor a based on
the distance information d. Detailed description of the opera-
tion of the refocusing factor calculation block 143 will be
made later.

The rearrangement processing block 144 executes prede-
termined rearrangement processing to be described later for
the imaging data D1 supplied from the clamp processing
block 142 by using the refocusing factor a calculated in the
refocusing factor calculation block 143, to thereby generate
image data D2. As this rearrangement processing, refocusing
calculation processing employing a technique called “light
field photography” to be described later is used in this
embodiment. Detailed description of the operation of the
rearrangement processing block 144 will be made later.

The noise reduction processing block 145 executes pro-
cessing of reducing noise included in the image data D2
supplied from the rearrangement processing block 144 (e.g.
noise generated in imaging at a dark place or a place where the
sensitivity is insufficient).

The contour enhancement processing block 146 executes
contour enhancement processing for highlighting the contour
of'video for the image data supplied from the noise reduction
processing block 145.

The white balance processing block 147 executes adjust-
ment processing (white balance processing) of the color bal-
ance dependent on e.g. the illumination condition and indi-
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vidual difference in device characteristics such as the passage
characteristics of the color filters and the spectral sensitivity
of the imaging element 13, for the image data supplied from
the contour enhancement processing block 146.

The gamma correction processing block 148 performs pre-
determined gamma correction (correction of brightness and
contrast) for the image data supplied from the white balance
processing block 147, to thereby generate the image data
Dout.

[Operation and Effects of Imaging Device 1]

The operation and effects of the imaging device 1 of the
present embodiment will be described below.

(1. Basic Operation)

In this imaging device 1, as shown in FIG. 1, the image of
the imaging object 2 by the imaging lens 11 is formed on the
microlens array 12. Furthermore, the light beam incident on
the microlens array 12 is received by the imaging element 13
via this microlens array 12. At this time, the light beam
incident on the microlens array 12 is received at a different
position onthe imaging element 13 depending on its traveling
direction. As a result, for example as shown in FIG. 4, an
image (unit image) 13-1 of the imaging object 2, having a
similarity shape of the aperture shape of the aperture stop 10,
is formed on a microlens-by-microlens basis. This unitimage
13-1, i.e. the area configured by pixels P allocated to one
microlens (reconstruction pixel area 13D), is equivalent to
one pixel of the reconstructed image.

With reference to FIG. 5, the light beam received by the
imaging element 13 will be described below. As shown in
FIG. 5, an orthogonal coordinate system (u, v) is assumed on
the imaging lens plane of the imaging lens 11 and an orthogo-
nal coordinate system (X, y) is assumed on the imaging plane
of the imaging element 13. In addition, the distance between
the imaging lens plane of the imaging lens 11 and the imaging
plane of the imaging element 13 is defined as F. In this case,
a light beam [.1 passing through the imaging lens 11 and the
imaging element 13 is represented by a four-dimensional
function Lz(X, y, u, v). Thus, recording to the imaging ele-
ment 13 is made in such a state that the traveling direction of
the light beam is retained in addition to position information
of the light beam. That is, the incident direction of the light
beam is determined by the arrangement of the plural pixels P
allocated to each microlens.

When the light is thus received by the imaging element 13,
the imaging data D0 is obtained in accordance with driving
operation by the imaging element driving section 15 and input
to the image processing section 14. The image processing
section 14 executes the predetermined image processing to be
described later for this imaging data D0. Thereby, the image
data Dout is generated in the imaging device 1 and output to
the external.

(2. Image Processing Operation)

With reference to FIG. 3 and FIGS. 6 to 16, the image
processing operation in the image processing section 14 (par-
ticularly, operation of the refocusing factor calculation block
143) will be described in detail below, through comparison
with a comparative example.

As shown in FIG. 3, in the image processing section 14, the
defect correction block 141 performs defect correction for the
imaging data D0, and thereafter the clamp processing block
142 executes clamp processing for the imaging data resulting
from the defect correction. Thereby, the imaging data D1
resulting from the clamp processing is input to the refocusing
factor calculation block 143.
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(2-1. Operation of Refocusing Factor Calculation)

Subsequently, the refocusing factor calculation block 143
calculates the refocusing factor a based on this imaging data
D1 in the following manner.

(Operation of Phase Difference Detection)

Specifically, the phase difference detection portion 143A
generates plural (e.g. three or more) parallax images having
parallaxes different from each other (arbitrary-viewpoint
images from different viewpoints) based on the imaging data
D1. The parallax image for detecting the phase difference can
be generated by extracting and combining the pixel data
acquired from the pixels P disposed at the same position in the
unit images received on the imaging element 13. Therefore,
the number of generated parallax images is the same as the
number of pixels allocated to one microlens.

The phase difference detection portion 143A detects the
phase difference between parallax images by performing cor-
relation value calculation to be described below with the
plural generated parallax images, and generates the phase
difference distribution (disparity map) DM indicating the
phase difference of each unit area (e.g. each pixel P) in the
image. Specifically, for example in the case of left and right
two parallaxes like those shown in FIG. 6, the phase differ-
ence A¢ between a parallax image by a right-side light beam
LR and a parallax image by a left-side light beam LL (phase
difference between the phase ¢R of the parallax image by the
light beam LR and the phase ¢L of the parallax image by the
light beam LL) is detected.

More specifically, in the present embodiment, for example
as shown in FIG. 7, the phase difference distribution DM is
generated by using plural parallax images (three parallax
images DC, DH, and DV) along two or more directions dif-
ferent from each other (two directions of the horizontal (H)
direction and the vertical (V) direction in the image). Two
parallax images DC and DH have a parallax with respect to
each other in the horizontal direction, and two parallax
images DC and DV have a parallax with respect to each other
in the vertical direction.

In the detection of the phase difference between such two
parallax images (generation of the phase difference distribu-
tion DM), e.g. the following stereo matching technique is
used. Specifically, in this technique, the amount of movement
of an object (phase difference between parallax images) is
obtained by sequentially making comparison between two
parallax images in a local area (obtaining a correlation value
(pixel correlation value) indicating the similarity between
images).

Concretely, for example in the case of obtaining the phase
difference between two parallax images DC and DH along the
horizontal direction, the phase difference distribution DM is
generated in the following manner. Specifically, first, the unit
area (partial image C1 in FIG. 7: center coordinates (x1, y1))
in one parallax image DC is picked out and the position
thereofis fixed. Subsequently, the unit area as the comparison
subject (partial image H1 in FIG. 7: center coordinates (x1,
y1)) in the other parallax image DH is picked out, and the
correlation value is sequentially calculated with sequential
movement of the position of this partial image H1 in the
horizontal direction in a comparison range H10. Furthermore,
the positional displacement (pixel displacement) between the
partial images C1 and H1 when the correlation is the highest
in this comparison range H10 is obtained as the phase difter-
ence (disparity). Such calculation processing is repeatedly
executed for the entire surface of the parallax images DC and
DH with changes of the position of the partial image C1.
Thereby, the above-described phase difference distribution
DM (set of disparities) is obtained. Also in the case of obtain-
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ing the phase difference between two parallax images DC and
DV along the vertical direction, the phase difference distri-
bution DM is generated in a similar manner. Specifically, first,
the partial image C1 in the parallax image DC and a partial
image V1 in the parallax image DV are picked out, and the
correlation value is sequentially calculated with sequential
movement of the position of the partial image V1 in the
vertical direction in a comparison range V10. Such calcula-
tion processing is repeatedly executed for the entire surface of
the parallax images DC and DV with changes of the position
of the partial image C1. Thereby, the phase difference distri-
bution DM is generated.

Atthis time, various expressions can be used as the formula
for calculation of the correlation value. Representative
expressions are formulae (1) to (3) shown below. Specifically,
the SAD (sum of absolute difference) prescribed by formula
(1), the SSD (sum of squared difference) prescribed by for-
mula (2), the NCC (normalized cross-correlation) prescribed
by formula (3), etc. can be used as the correlation value. In
formulae (1) to (3), I, and I, each denote the pixel value in the
parallax image. In the case of the SAD and the SSD, a smaller
value (value closer to 0) indicates a higher correlation and a
larger value (value closer to o) indicates a lower correlation.
In the case of the NCC, a value closer to 1 indicates a higher
correlation and a value closer to 0 indicates a lower correla-
tion.

SAD (Sum of Absolute Difference)
Z;yjabs(ll(x+i,y+j)—12(x+i+d,y+j)) (1)
SSD (Sum of Squared Difference)
L+ i y+ D-hx+i+vd, y+ ) @
NCC (Normalized Cross-Correlation)

L +i y+ PXbr+itd, y+))
Sqri(; ;I (x+i, y + ) x

©)

SqriSij(hx+i+d, y+ j)*)

Comparative Example

However, in such a related-art stereo matching technique,
the following problem occurs if an edge area is included in the
image for example.

FIGS. 8A to 8F schematically show one example of phase
difference detection processing in the horizontal direction
with the parallax images DC and DH including edge areas. In
the diagram, the partial image C1 (center coordinates (x1,
y1)) and the comparison range H10 along the horizontal
direction are located around a vertical edge area of the same
object. On the other hand, a partial image C2 (center coordi-
nates (x2, y2)) and a comparison range H20 are located
around a horizontal edge area of the same object. As the
correlation value shown in FIGS. 8E and 8F, the above-de-
scribed SSD is employed as one example. In the case of such
phase difference detection in the horizontal direction, as
shown in FIGS. 8C and 8E, the phase difference is correctly
detected in the vertical edge area. In contrast, as shown in
FIGS. 8D and 8F, the phase difference can not be detected in
the horizontal edge area. This is attributed to the following
reason. Specifically, although a unit image H2 is moved in the
comparison range H20 located around the horizontal edge
area (moved in the horizontal direction) as shown in FI1G. 8D,
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the correlation is always high (correlation value is always
constant in the comparison range H20) as shown in FIG. 8F.
That is, the positional displacement when the correlation is
the highest can not be uniquely decided, so that the phase
difference can not be defined.

On the other hand, FIGS. 9A to 9F schematically show one
example of phase difference detection processing in the ver-
tical direction with the parallax images DC and DV including
edge areas for example. In the diagram, the partial image C1
(center coordinates (x1, y1)) and the comparison range V10
along the vertical direction are located around a vertical edge
area of the same object. On the other hand, the partial image
C2 (center coordinates (x2, y2)) and a comparison range V20
along the vertical direction are located around a horizontal
edge area of the same object. As the correlation value shown
in FIGS. 9E and 9F, the above-described SSD is employed as
one example. In the case of such phase difference detection in
the vertical direction, the opposite result to that of the above-
described phase difference detection in the horizontal direc-
tion is obtained. Specifically, as shown in FIGS. 9D and 9F,
the phase difference is correctly detected in the horizontal
edge area. In contrast, as shown in FIGS. 9C and 9E, the phase
difference can not be detected in the vertical edge area. This
is attributed to the following reason. Specifically, although
the unit image V1 is moved in the comparison range V10
located around the vertical edge area (moved in the vertical
direction) as shown in FIG. 9C, the correlation is always high
(correlation value is always constant in the comparison range
V10) as shown in FIG. 9E. That is, also in this case, the
positional displacement when the correlation is the highest
can not be uniquely decided, so that the phase difference can
not be defined.

As just described, in the related-art technique of the com-
parative example, if an edge area is included in the image, the
correct phase difference can not be obtained in the edge area.
As aresult, it is difficult to obtain the correct phase difference
distribution DM. This is because, in the related-art technique,
the phase difference distribution DM is generated based on
only the result of the phase difference detection along a cer-
tain one direction (in this case, horizontal direction or vertical
direction) as shown in FIG. 8 and FIG. 9 differently from the
present embodiment to be described below. If the correctness
of the phase difference distribution DM is low, the distance
information d (distance distribution in the image) to be
described later, obtained based on the phase difference dis-
tribution DM, is also incorrect.

Therefore, for example if phase difference detection pro-
cessing in the horizontal direction is executed based on an
image (corresponding to the imaging data D1) including hori-
zontal edge areas like that shown in FIG. 10A, the technique
of'the above-described comparative example results in incor-
rect phase difference distribution DM101 as shown in FIG.
10B for example. Specifically, because this image corre-
sponding to the imaging data D1 is an image obtained by
imaging of an object having a flat plate shape, the phase
difference distribution having uniform phase difference val-
ues (distance information distribution having uniform dis-
tances) should be obtained in nature. However, according to
the phase difference distribution DM101 shown in FIG. 10B
relating to the comparative example, the correct phase differ-
ence is not detected in the horizontal edge areas as shown by
symbol P101 in the diagram, due to the above-described
reason.

Present Embodiment

In contrast, in the present embodiment, phase difference
detection processing (operation of generating the phase dif-



US 9,131,222 B2

11

ference distribution DM) is executed in the phase difference
detection portion 143 A in the following manner. Thereby, in
the present embodiment, for example even when phase dif-
ference detection processing in the horizontal direction is
executed based on an image including a horizontal edge area
like that shown in FIG. 10A, correct phase difference distri-
bution DM1 is obtained as shown in FIG. 10C for example
differently from the above-described comparative example.
Specifically, in this case, as the phase difference distribution
DM1, phase difference distribution having uniform phase
difference values (distance information distribution having
uniform distances) is obtained.

Concretely, the phase difference detection portion 143A
executes phase difference detection processing individually
along two or more directions different from each other (in this
embodiment, two directions of the horizontal (H) direction
and the vertical (V) direction in the image), and generates the
phase difference distribution DM by utilizing the results of
the phase difference detection regarding these two or more
directions. Specifically, in this embodiment, as one example,
the phase difference detection portion 143A executes the
phase difference detection processing individually along the
horizontal direction and the vertical direction in three paral-
lax images DC, DH, and DV shown in FIG. 7, and generates
the phase difference distribution DM by utilizing the result of
the phase difference detection regarding the horizontal direc-
tion and the result of the phase difference detection regarding
the vertical direction.

FIG. 11 is a flowchart showing the operation of generating
the phase difference distribution DM (phase difference detec-
tion processing) according to the present embodiment. As
shown in FIG. 11, in generation of the phase difference dis-
tribution DM, the phase difference detection portion 143A
first executes stereo matching processing in the horizontal
direction as described above with reference to FIG. 7 and
FIG. 8. In other words, it executes phase difference detection
processing with use of the parallax images DC and DH (step
S11 in FIG. 11). Furthermore, in parallel to this, the phase
difference detection portion 143 A executes stereo matching
processing in the vertical direction as described above with
reference to FIG. 7 and FIG. 9. In other words, it executes
phase difference detection processing with use of the parallax
images DC and DV (step S12).

Subsequently, the phase difference detection portion 143A
makes a determination as to the reliability of the phase dif-
ference (reliability determination processing) for each of the
results of the phase difference detection regarding two or
more directions (in this embodiment, the results of the phase
difference detection regarding the horizontal direction and
the vertical direction) on each unit area basis (step S13).
Specifically, the phase difference detection portion 143A
executes the reliability determination processing based on the
shape of a correlation characteristic line indicating the rela-
tionship between the pixel position and the correlation value
in the correlation value calculation, like those shown in FIGS.
8E and 8F and FIGS. 9E and 9F for example. This is based on
utilization of the following fact. Specifically, as shown in
FIG. 8E and FIG. 9F, the correlation characteristic line is a
curve (in this case, downwardly convex curve) if correct
phase difference detection is performed. In contrast, as shown
in FIG. 8F and FIG. 9E, the correlation characteristic line is a
straight line if correct phase difference detection is not per-
formed. As the technique of such reliability determination
processing utilizing the shape of the correlation characteristic
line, e.g. the following three techniques are available.

A first technique offers the reliability determination pro-
cessing by use of the sharpness y (index indicating the degree
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of'sharpness in the shape ofthe correlation characteristic line)
prescribed by formula (4) shown below. In this formula (4),
the correlation value in a pixel position i is defined as Xi (i=1
to N (integer)), and the average and standard deviation of
these correlation values Xi are defined as p and o, respec-
tively. A larger value of this sharpness y means that the cor-
relation characteristic line has a sharper shape (curve shape),
i.e. that the possibility of achievement of correct phase dif-
ference detection is higher (reliability is higher). In contrast,
a smaller value of this sharpness y means that the correlation
characteristic line has a less-sharp shape (straight line shape),
i.e. that the possibility of achievement of correct phase dif-
ference detection is lower (reliability is lower).

v=2(Xi-p)¥ (Nt (©)]

A second technique offers the reliability determination
processing executed by using the difference in the correlation
value between the peak in the correlation characteristic line
and peripheral points thereof as shown in FIG. 12 for
example. Specifically, in this technique, if the correlation
values at pixel positions x, (x-1), and (x+1) are defined as
f(x), f(x-1), and f(x+1), respectively, and the coefficient (con-
stant) is defined as «, reliability R is prescribed by formula (5)
shown below. A larger value of this reliability R means that
the correlation characteristic line has a sharper shape (curve
shape), i.e. that the possibility of achievement of correct
phase difference detection is higher (reliability is higher). In
contrast, a smaller value of this reliability R means that the
correlation characteristic line has a less-sharp shape (straight
line shape), i.e. that the possibility of achievement of correct
phase difference detection is lower (reliability is lower).

reliability R=lox{f{x—1)-2xfx)+fx+1)} 5)

A third technique offers the reliability determination pro-
cessing executed by using the integration value (value of
integral) of the derivative values of the correlation values at
the respective pixel positions as shown in FIGS. 13A to 13D
for example. Specifically, for example as shownin FIGS. 13A
and 13C, a larger value as this integration value of the deriva-
tive value of the correlation value (equivalent to the area value
of'the hatched region in FIG. 13C) means that the correlation
characteristic line has a sharper shape (curve shape), i.e. that
the possibility of achievement of correct phase difference
detection is higher (reliability is higher). In contrast, for
example as shown in FIGS. 13B and 13D, a smaller value as
the integration value of the derivative value of the correlation
value means that the correlation characteristic line has a less-
sharp shape (straight line shape), i.e. that the possibility of
achievement of correct phase difference detection is lower
(reliability is lower).

At last, based on the result of the reliability determination
processing in the step S13, the phase difference detection
portion 143A employs the result of the phase difference
detection regarding the direction of the highest reliability on
each unit area basis and combines the results, to thereby
generate the phase difference distribution DM as the final
result (step S14). Specifically, in this embodiment, for
example for the unit area about which the result of the phase
difference detection regarding the horizontal direction has
higher reliability compared with the result of the phase dif-
ference detection regarding the vertical direction, the result of
the phase difference detection regarding the horizontal direc-
tion is employed as the final result of the phase difference
detection for this unit area. In contrast, for the unit area about
which the result of the phase difference detection regarding
the vertical direction has higher reliability compared with the
result of the phase difference detection regarding the horizon-
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tal direction, the result of the phase difference detection
regarding the vertical direction is employed as the final result
of the phase difference detection for this unit area. Such
selection (employment) of the result of the phase difference
detection is performed for the whole of the image on each unit
area basis. Thereby, one phase difference distribution DM
regarding the whole of the image is generated.

In this manner, in the present embodiment, the phase dif-
ference between parallax images is detected through the cor-
relation value calculation with plural parallax images (three
parallax images DC, DH, and DV), and the phase difference
distribution DM in the image is generated. For this genera-
tion, the phase difference detection is individually performed
along two or more directions different from each other (in this
embodiment, two directions of the horizontal direction and
the vertical direction in the image), and the phase difference
distribution DM is generated by utilizing the results of the
phase difference detection regarding the respective direc-
tions. Due to this feature, for example even if an edge area
(horizontal edge area and vertical edge area) is included in the
image, the susceptibility to the influence of the edge area in
the phase difference detection is lower compared with the
technique of the related art (comparative example), in which
the phase difference distribution is generated based on only
the result of the phase difference detection along a certain one
direction.

(Operation of Distance Information Calculation)

Subsequently, in the refocusing factor calculation block
143, the distance information calculation portion 143B cal-
culates the predetermined distance information d based on the
phase difference distribution DM obtained in the phase dif-
ference detection portion 143A. In this embodiment, this
distance information d means information on the distance
from the imaging lens 11 to an arbitrary reference position in
the captured image corresponding to the imaging data D1.
Specifically, the distance information d refers to the distance
information d between the imaging lens 11 and the refocusing
plane on which an object is desired to be focused (information
on the distance d from the imaging lens 11 to the above-
described reference position), i.e. the object-side focal length
of the imaging lens 11 in refocusing to be described later.

Concretely, the distance information calculation portion
143B calculates the distance d to the measurement subject
(distance information d) by using the phase difference distri-
bution DM in accordance with formulae (6) to (13) show
below. In these formulae, as shown in FIG. 14, the object-side
focal plane of the imaging lens 11 is defined as D. The focal
length of the imaging lens 11 is defined as F. The size of the
aperture of the imaging lens when the phase difference dis-
tribution DM is obtained is defined as v. The image-side focal
plane of the imaging lens 11 when imaging of an object at the
distance D is performed is defined as f. The image-side focal
plane of the imaging lens 11 when imaging of an object at the
distance d from the imaging lens 11 is performed is defined as
g. The value of ((disparity)x(the size of the pixel P in the
imaging element 13)x(the number of pixels allocated to the
length of one side of the microlens array 12)) calculated by
using the size v of the aperture regarding an object at the
distance d is defined as h.

Specifically, first, formula (6) is obtained based on a simi-
larity relationship. Furthermore, because a relationship of
e=(g-1) is satisfied according to FIG. 14, formula (7) is
obtained by substituting it into formula (6), and formula (8) is
obtained from this formula (7). In addition, formulae (9) and
(10) are obtained from the formula of image formation of the
imaging lens 11. Thus, formula (11) is obtained by substitut-
ing formula (9) into formula (8), and formula (12) is obtained

10

15

20

25

30

35

40

45

50

55

60

65

14
from formula (10). Therefore, formula (13) is obtained by
substituting formula (12) into formula (11). Thus, if the val-
ues of F, D, and v in this formula (13) are known values, the
distance d is calculated based on the phase difference distri-
bution DM.

(We)y=(v/g) 6

W (g==(v/g) 0]

(V== {1-(")} ®)

(VFy=(1/g)+(1/d) ©)

(VFy=(1/D)+(1/f) (10)

Wd=(1/F)-[AfHx{1-(BM)}] an

S-Fx{DI(D-F)} (12)

(1/dy=(1/F)-{1/fFxDI(D-F)}x{1-(hA)}]

(Operation of Setting Refocusing Factor)

Subsequently, in the refocusing factor calculation block
143, the refocusing factor setting portion 143C sets (calcu-
lates) the refocusing factor a based on the distance informa-
tion d obtained in the distance information calculation portion
143B. Concretely, the refocusing factor a is calculated in the
following manner if imaging is performed in the state in
which the object-side focal plane of the imaging lens 11 exists
ata position separate by the distance D as shown in FIG. 15A.
Specifically, as shown in FIG. 15B, the refocusing factor o for
obtaining a refocused image on a plane existing at a position
separate from the imaging lens 11 by the distance d is calcu-
lated from the above-described formula (10) and formula (14)
shown below. The refocusing factor o thus calculated is input
to the rearrangement processing block 144 together with the
imaging data D1.

(13)

(VFy=(1/D)+(1/0f) 14

(2-2. Operation of Refocusing Calculation Processing)

Subsequently, the rearrangement processing block 144
executes predetermined rearrangement processing for the
imaging data D1 supplied from the clamp processing block
142 by using the refocusing factor a calculated in the refo-
cusing factor calculation block 143 in the above-described
manner, to generate the image data D2. Specifically, it gen-
erates an image (reconstructed image) set at an arbitrary focal
point (refocusing plane prescribed by the refocusing factor o)
by executing refocusing calculation processing (integral pro-
cessing) to be described below.

As shown in FIG. 16, the detection intensity L.’ on an
imaging plane 130 regarding coordinates (s, t) on a refocusing
plane 120 prescribed by the refocusing factor o is represented
by formula (15) shown below. Furthermore, an image E.'(s, 1)
obtained on the refocusing plane 120 arises from the integral
of'the detection intensity L' with respect to the lens aperture,
and thus is represented by formula (16) shown below. There-
fore, the rearrangement processing block 144 can generate
the reconstructed image (image data D2) set at the arbitrary
focal point (refocusing plane 120 prescribed by the refocus-
ing factor ) by executing the refocusing calculation process-
ing by using this formula (16).
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Thereafter, first, the noise reduction processing block 145
executes noise reduction processing for the image data D2
thus generated. Subsequently, the contour enhancement pro-
cessing block 146 executes contour enhancement processing
for the image data resulting from the noise reduction process-
ing. Next, the white balance processing block 147 executes
color balance adjustment processing (white balance process-
ing) for the image data resulting from the contour enhance-
ment processing. Furthermore, the gamma correction pro-
cessing block 148 executes gamma correction processing for
the image data resulting from the white balance processing.
Thereby, the image data Dout is generated and output from
the image processing section 14.

As described above, in the present embodiment, in detec-
tion of the phase difference between parallax images through
the correlation value calculation with the plural parallax
images DC, DH, and DV and generation of the phase differ-
ence distribution DM in the image, the phase difference
detection is performed individually along two directions of
the horizontal direction and the vertical direction in the
image, and the phase difference distribution DM is generated
by utilizing the results of the phase difference detection
regarding these two directions. Therefore, the susceptibility
to the influence of an edge area in the phase difference detec-
tion can be lowered compared with the related art. Thus, the
more correct phase difference distribution DM can be gener-
ated compared with the related art. As a result, the distance
information d (distance information distribution) obtained
based on this phase difference distribution DM can also be
obtained as more correct information compared with the
related art.

Second Embodiment

The second embodiment will be described below. In the
present embodiment, the phase difference detection portion
143 A executes phase difference detection processing to be
described below instead of the phase difference detection
processing shown in FIG. 11. The other configuration and
operation are the same as those of the above-described first
embodiment. The same constituent elements as those in the
first embodiment are given the same symbols, and description
thereof is accordingly omitted.

FIG. 17 is a flowchart showing operation of generating the
phase difference distribution DM (phase difference detection
processing) according to the present embodiment. In the
present embodiment, in generation of the phase difference
distribution DM, first, for at least one of plural parallax
images along two or more directions, the phase difference
detection portion 143 A executes edge detection processing to
detect an edge area along the parallax direction thereof. Con-
cretely, in this embodiment, horizontal edge detection pro-
cessing to detect an edge area along the horizontal direction
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(horizontal edge area) is executed for the parallax image DH
along the horizontal direction. Alternatively, vertical edge
detection processing to detect an edge area along the vertical
direction (vertical edge area) is executed for the parallax
image DV along the vertical direction (step S21 in FIG. 17).

Specifically, for example if the horizontal edge detection
processing is executed for the parallax image DH including
edge areas shown in FIG. 18A, the horizontal edge detection
result that e.g. horizontal edge areas PH1 and PH2 shown in
FIG. 18B are detected is obtained. If the parallax image
shown in FIG. 18A is the parallax image DV and the vertical
edge detection processing is executed for this parallax image
DV, the vertical edge detection result that e.g. vertical edge
areas PV1 and PV2 shown in FIG. 18C are detected is
obtained.

As the filter used in this edge detection processing (edge
detection filter), e.g. the Sobel filter like those shown in FIGS.
19A and 19B is available. Specifically, e.g. the Sobel filter
shown in FIG. 19A functions as a horizontal edge detection
filter, and e.g. the Sobel filter shown in FIG. 19B functions as
a vertical edge detection filter. If the pixel value in the image
before edge detection processing is defined as img(x, y) and
so forth and the pixel value in the image after the edge detec-
tion processing is defined as S(x, y) and so forth, the Sobel
filters functioning as the horizontal edge detection filter and
the vertical edge detection filter are represented by formulae
(17) and (18), respectively, show below.

S(x,y)=img(x-1,y-1)+img(x—1,y+1 )}+img(x,y—1)+img
(xy+D)+imgx+1,y-1)+imgx+1,+1) 17)
S(x,y)=img(x-1,y-1)+img(x—1,y+1 )}+img(x,y—1)+img

(xy+D)+imgx+1,y-1)+imgx+1,+1) (18)

Subsequently, based on the edge detection result of the step
S21, the phase difference detection portion 143 A employs the
result of the phase difference detection regarding a direction
different from the direction of the detected edge area on each
unit area basis and combines the results, to thereby generate
the phase difference distribution DM. Concretely, in this
embodiment, the phase difference detection portion 143A
combines stereo matching processing in the horizontal direc-
tion (phase difference detection processing with use of the
parallax images DC and DH) (step S22) and stereo matching
processing in the vertical direction (phase difference detec-
tion processing with use of the parallax images DC and DV)
(step S23).

Specifically, for the unit area from which no edge area is
detected in the edge detection processing of the step S21, the
phase difference detection portion 143A executes the phase
difference detection processing along the same direction as
the direction of this edge detection processing. Furthermore,
for the unit area from which an edge area is detected in the
edge detection processing, the phase difference detection por-
tion 143 A executes the phase difference detection processing
along one of directions different from the direction of this
edge detection processing. Due to this feature, in combining
of'these results of the phase difference detection in a step S24
to be described later, there is no unit area for which unneces-
sary (useless) phase difference detection processing is
executed. Thus, the speed of the processing of the whole of
the phase difference detection operation (operation of gener-
ating the phase difference distribution DM) is enhanced, and
the calculation cost is also reduced.

More specifically, in this embodiment, for example if hori-
zontal edge detection processing is executed in the step S21,
phase difference detection processing along the horizontal
direction is executed in the step S22 for the unit area from
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which no horizontal edge area is detected. On the other hand,
for the unit area from which a horizontal edge area is detected,
phase difference detection processing along the vertical
direction is executed in the step S23.

For example if vertical edge detection processing is
executed in the step S21, phase difference detection process-
ing along the vertical direction is executed in the step S23 for
the unit area from which no vertical edge area is detected. On
the other hand, for the unit area from which a vertical edge
area is detected, phase difference detection processing along
the horizontal direction is executed in the step S22.

At last, the phase difference detection portion 143 A com-
bines the results of the phase difference detection regarding
the horizontal direction and the vertical direction, performed
in the steps S22 and S23, on each unit area basis to thereby
generate the phase difference distribution DM as the final
result (step S24).

In the above-described manner, also in the present embodi-
ment, the susceptibility to the influence of an edge area in the
phase difference detection can be lowered compared with the
related art similarly to the above-described first embodiment.
Thus, the more correct phase difference distribution DM can
be generated compared with the related art. As a result, the
distance information d (distance information distribution)
obtained based on this phase difference distribution DM can
also be obtained as more correct information compared with
the related art.

In the present embodiment, as shown in FIG. 17, phase
difference detection processing regarding the respective
directions is executed after edge detection processing is
executed. However, the order of the processing is not limited
thereto but the processing may be executed in the reverse
order for example. That is, the edge detection processing may
be executed after the phase difference detection processing
regarding the respective directions is executed. However, if
the processing is executed in the order of the present embodi-
ment, it is possible to execute selective phase difference
detection processing for each unit area in consideration of the
result of the edge detection processing as described above.
Therefore, the order of the present embodiment can achieve
higher speed of the processing of the whole of the phase
difference detection operation (operation of generating the
phase difference distribution DM) and lower calculation cost.

Application Example

An application example of the imaging device 1 described
in the above-described first and second embodiments will be
described below. The imaging device 1 according to these
embodiments can be applied to e.g. a digital camera 3 to be
described below, a position sensor, a biological sensor, and an
optical microscope.

FIGS. 20A and 20B show the schematic configuration of
the digital camera 3 including the above-described imaging
device 1: FIG. 20A is a front view and FIG. 20B is a side view.
This digital camera 3 includes the imaging device 1 inside a
housing 300. In the upper part of the housing 300, a shutter
button 17, a flash 18, a finder optical system 19, etc. are
provided.

Modification Examples

In the above-described embodiments and so forth, the
phase difference detection portion 143 A generates the phase
difference distribution DM by using three parallax images
DC, DH, and DV. However, the phase difference distribution
DM may be generated by using four or more parallax images.
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Furthermore, phase difference detection processing is
executed individually along the horizontal direction and the
vertical direction in plural parallax images. However, phase
difference detection processing along an oblique direction in
the image may be utilized. That is, as long as the phase
difference detection processing is executed individually
along two or more directions different from each other, any
direction can be used as the direction of the phase difference
detection processing.

Moreover, the distance information d (information on the
distance from the imaging lens 11 to the refocusing plane) is
calculated based on the phase difference distribution DM
generated by the phase difference detection portion 143A.
However, the embodiments can be applied also to calculation
of another parameter (e.g. intermediate parallax image gen-
eration processing or parallax enhancement processing)
based on the generated phase difference distribution.

In addition, in the above-described embodiments and so
forth, refocusing calculation processing by use of “light field
photography” is described as one example of the image pro-
cessing including rearrangement processing, executed in the
image processing section 14. However, the image processing
including rearrangement processing is not limited thereto but
may be applied to e.g. focus blur processing or depth-of-field
adjustment processing.

Furthermore, in the above-described embodiments, the
image processing section 14 is treated as one of the constitu-
ent elements of the imaging device 1. However, this image
processing section 14 does not necessarily need to be pro-
vided inside the imaging device 1. Specifically, the image
processing section may be provided separately from the
imaging device in the housing 300 of the digital camera 3 and
this image processing section may execute image processing
for imaging data obtained by the imaging device.

Moreover, in the above-described embodiments and so
forth, the image processing section 14 executes image pro-
cessing for the imaging data D0 obtained by an imaging
optical system utilizing “light field photography” (imaging
optical system having the imaging lens 11, the microlens
array 12, and the imaging element 13). However, the present
embodiments can be applied to data other than imaging data
acquired by such an imaging optical system in the state in
which the traveling direction of the light beam is retained.
Specifically, for example, phase difference distribution may
be generated based on plural parallax images acquired by
using an imaging optical system having plural parallaxes.

In addition, in the above-described embodiments, the aper-
ture stop 10 is disposed on the subject side (incidence side) of
the imaging lens. However, the configuration is not limited
thereto but the aperture stop 10 may be disposed on the image
side (exit side) of the imaging lens or inside the imaging lens.

Furthermore, in the above-described embodiments and so
forth, as one example of color filters, color filters of the Bayer
arrangement, obtained through arrangement of color filters of
three primary colors of red (R), green (G), and blue (B) in a
checkered manner with a ratio of R:G:B=1:2:1, are
employed. However, the color filters are not limited thereto
but color filters of another arrangement, such as complemen-
tary color filters, may be used. As an example of such comple-
mentary color filters, color filters of four complementary
colors of yellow (Y), magenta (M), cyan (C), and green (G),
arranged in a checkered manner with a ratio of Y:M:C:G=1:
1:1:1, are available.

It should be understood that various changes and modifi-
cations to the presently preferred embodiments described
herein will be apparent to those skilled in the art. Such
changes and modifications can be made without departing
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from the spirit and scope of the present subject matter and
without diminishing its intended advantages. It is therefore
intended that such changes and modifications be covered by
the appended claims.

The invention claimed is:

1. An image processing device comprising:

a phase difference detection portion configured to detect a
phase difference between parallax images by perform-
ing a correlation value calculation with a plurality of
parallax images, and generate phase difference distribu-
tion in an image, wherein

the phase difference detection portion performs the phase
difference detection individually along two or more
directions different from each other to determine indi-
vidual results along each of the two or more directions,
and generates the phase difference distribution by com-
bining the individual results of the phase difference
detection regarding the two or more directions, wherein

the phase difference detection portion makes a determina-
tion as to reliability of phase difference for each of the
results of the phase difference detection regarding the
two or more directions on each unit area basis,

regarding at least one of parallax images of the two or more
directions, the phase difference detection portion
executes edge detection processing to determine a par-
allax direction of the at least one of parallax images,

the phase difference detection portion performs the phase
difference detection along the same direction as a direc-
tion of the edge detection processing for a unit area from
which no edge area is detected in the edge detection
processing,

the phase difference detection portion performs the phase
difference detection along one of directions different
from the direction of the edge detection processing for a
unit area from which an edge area is detected in the edge
detection processing, and

the phase difference detection portion employs the result of
the phase difference detection regarding a direction of
highest reliability on each unit area basis and combines
the results, based on results of the determination as to
reliability, and a direction different from a direction of a
detected edge area on each unit area basis and combines
the results, based on a result of the edge detection, to
thereby generate the phase difference distribution.

2. The image processing device according to claim 1,

wherein

the phase difference detection portion makes the determi-
nation as to reliability based on a correlation character-
istic line indicating a relationship between a pixel posi-
tion and a correlation value in the correlation value
calculation.

3. The image processing device according to claim 1,

wherein

the phase difference detection portion performs the phase
difference detection individually along a horizontal
direction and a vertical direction in the plurality of par-
allax images, and

the phase difference detection portion generates the phase
difference distribution by utilizing the result of the phase
difference detection regarding the horizontal direction
and the result of the phase difference detection regarding
the vertical direction.

4. The image processing device according to claim 1,

wherein

the plurality of parallax images are generated by an imag-
ing optical system having an imaging lens, an imaging
element to acquire imaging data based on a received
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light beam, and a microlens array that is disposed
between the imaging lens and the imaging element and
is configured by allocating one microlens to a plurality
of pixels of the imaging element, based on imaging data
acquired in a state in which traveling direction of a light
beam is retained.

5. The image processing device according to claim 4, fur-
ther comprising

a distance information calculation portion configured to

calculate information on distance from the imaging lens
to a refocusing plane based on the phase difference
distribution generated by the phase difference detection
portion.

6. The image processing device according to claim 5, fur-
ther comprising

a refocusing factor setting portion configured to set a refo-

cusing factor based on the information on distance cal-
culated by the distance information calculation portion.

7. The image processing device according to claim 6, fur-
ther comprising

a rearrangement processing block configured to execute

rearrangement processing for the imaging data by using
the refocusing factor set by the refocusing factor setting
portion.

8. An image processing method comprising:

detecting a phase difference between parallax images by

performing a correlation value calculation with a plural-
ity of parallax images, and generating phase difference
distribution in an image, wherein
the phase difference detection is performed individually
along two or more directions different from each other to
determine individual results along each of the two or
more directions, and the phase difference distribution is
generated by combining the individual results of the
phase difference detection regarding the two or more
directions, wherein
the phase difference detection portion makes a determina-
tion as to reliability of phase difference for each of the
results of the phase difference detection regarding the
two or more directions on each unit area basis,

regarding at least one of parallax images of the two or more
directions, the phase difference detection portion
executes edge detection processing to determine a par-
allax direction of the at least one of parallax images,

the phase difference detection portion performs the phase
difference detection along the same direction as a direc-
tion of the edge detection processing for a unit area from
which no edge area is detected in the edge detection
processing,

the phase difference detection portion performs the phase

difference detection along one of directions different
from the direction of the edge detection processing for a
unit area from which an edge area is detected in the edge
detection processing, and

the phase difference detection portion employs the result of

the phase difference detection regarding a direction of
highest reliability on each unit area basis and combines
the results, based on results of the determination as to
reliability, and a direction different from a direction of a
detected edge area on each unit area basis and combines
the results, based on a result of the edge detection, to
thereby generate the phase difference distribution.

9. An image processing computer program product stored
on a non-transitory computer readable medium that when
executed by a processor performs a step of:

detecting a phase difference between parallax images by

performing a correlation value calculation with a plural-
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ity of parallax images, and generating phase difference
distribution in an image, wherein

the phase difference detection is performed individually
along two or more directions different from each other to
determine individual results along each of the two or
more directions, and the phase difference distribution is
generated by combining the individual results of the
phase difference detection regarding the two or more
directions, wherein

the phase difference detection portion makes a determina-
tion as to reliability of phase difference for each of the
results of the phase difference detection regarding the
two or more directions on each unit area basis,

regarding at least one of parallax images of the two or more
directions, the phase difference detection portion
executes edge detection processing to determine a par-
allax direction of the at least one of parallax images,

the phase difference detection portion performs the phase
difference detection along the same direction as a direc-
tion of the edge detection processing for a unit area from
which no edge area is detected in the edge detection
processing,

the phase difference detection portion performs the phase
difference detection along one of directions different
from the direction of the edge detection processing for a
unit area from which an edge area is detected in the edge
detection processing, and

the phase difference detection portion employs the result of
the phase difference detection regarding a direction of
highest reliability on each unit area basis and combines
the results, based on results of the determination as to
reliability, and a direction different from a direction of a
detected edge area on each unit area basis and combines
the results, based on a result of the edge detection, to
thereby generate the phase difference distribution.

10. An imaging device comprising:

an imaging optical system; and

an image processing device configured to execute image
processing for imaging data acquired by the imaging
optical system, wherein

the image processing device has a phase difference detec-
tion portion that detects a phase difference between par-
allax images by performing correlation value calcula-
tion with a plurality of parallax images obtained from
the imaging data directly or indirectly, and generates
phase difference distribution in an image, and

the phase difference detection portion performs the phase
difference detection individually along two or more
directions different from each other to determine indi-
vidual results along each of the two or more directions,
and generates the phase difference distribution by com-
bining the individual results of the phase difference
detection regarding the two or more directions, wherein

the phase difference detection portion makes a determina-
tion as to reliability of phase difference for each of the
results of the phase difference detection regarding the
two or more directions on each unit area basis,

regarding at least one of parallax images of the two or more
directions, the phase difference detection portion
executes edge detection processing to determine a par-
allax direction of the at least one of parallax images,

the phase difference detection portion performs the phase
difference detection along the same direction as a direc-
tion of the edge detection processing for a unit area from
which no edge area is detected in the edge detection
processing,
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the phase difference detection portion performs the phase
difference detection along one of directions different
from the direction of the edge detection processing for a
unit area from which an edge area is detected in the edge
detection processing, and

the phase difference detection portion employs the result of
the phase difference detection regarding a direction of
highest reliability on each unit area basis and combines
the results, based on results of the determination as to
reliability, and a direction different from a direction of a
detected edge area on each unit area basis and combines
the results, based on a result of the edge detection, to
thereby generate the phase difference distribution.

11. The imaging device according to claim 10, wherein

the imaging optical system has an imaging lens, an imaging
element to acquire the imaging data based on a received
light beam, and a microlens array that is disposed
between the imaging lens and the imaging element and
is configured by allocating one microlens to a plurality
of pixels of the imaging element, and

the plurality of parallax images are generated based on the
imaging data acquired in a state in which traveling direc-
tion of a light beam is retained.

12. An image processing device comprising:

a phase difference detection means for detecting a phase
difference between parallax images by performing cor-
relation value calculation with a plurality of parallax
images, and generating phase difference distribution in
an image, wherein

the phase difference detection means performs the phase
difference detection individually along two or more
directions different from each other to determine indi-
vidual results along each of the two or more directions,
and generates the phase difference distribution by com-
bining the individual results of the phase difference
detection regarding the two or more directions, wherein

the phase difference detection portion makes a determina-
tion as to reliability of phase difference for each of the
results of the phase difference detection regarding the
two or more directions on each unit area basis,

regarding at least one of parallax images of the two or more
directions, the phase difference detection portion
executes edge detection processing to determine a par-
allax direction of the at least one of parallax images,

the phase difference detection portion performs the phase
difference detection along the same direction as a direc-
tion of the edge detection processing for a unit area from
which no edge area is detected in the edge detection
processing,

the phase difference detection portion performs the phase
difference detection along one of directions different
from the direction of the edge detection processing for a
unit area from which an edge area is detected in the edge
detection processing, and

the phase difference detection portion employs the result of
the phase difference detection regarding a direction of
highest reliability on each unit area basis and combines
the results, based on results of the determination as to
reliability, and a direction different from a direction of a
detected edge area on each unit area basis and combines
the results, based on a result of the edge detection, to
thereby generate the phase difference distribution.
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